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Tasks:

. Crop detection

. Crop size
estimation

. Crop quality
determination

. Harvest
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Topic 1 — CNN generalisation

Ironman

Emerald-Crown

WAL

UNIVEFR




Generalisation for Mask R-CNN
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Data augmentation
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Effect of data augmentation
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Topic 2 — Amodal perception
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Upgraded network architecture

Standard Ao .. Visible mask
I(Mask r-cnN Fix-sized Fully connected layers T
: architecture | Maps

Bounding boxes

ResNeXt-101

I with Feature

}/ feature maps } Class labels with
’ RoIAlign

|
|
1 y / confidence scores
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|
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| Pyramid ﬁ Convolutlonal layers (3x3)
Network Rols | I
| A " I’ RPN .('(' —»Visible mask |
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Feature extraction Region-proposal Network head for object detection and pixel
network network segmentation of the amodal and visible masks
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https://github.com/pieterblok/sizecnn
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Broccoli Detection
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The amodal software
and dataset were made
publicly available...

- the software is now
being reused for size
estimation of apples in
orchards
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Topic 3 — Active Learning
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Monte-Carlo dropout

Done 1x | =| Done N times

Backbone RPN Box head
RolAlign

REWD; G

with Feature |88 [ |
Pyramid 4 conv. layers

o Rol Gx3) 39
Network ®

proposals
1
Trans- Conv. layer
Feature RolAlign posed conv.  (1x1)

Input (RGB image) maps (14x14) layer (2x2) Output
Mask head
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https://github.com/pieterblok/maskal

Forward pass #1
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Forward pass #2

Forward pass #3
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random sampling

60 - active learning
model trained on the
55 A - entire training pool

(14,000 images)
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301 Active learning has the same performance after sampling 900

75 | images as the random sampling has after sampling 2300 images,
, thus 1400 annotations can be saved and more than 120

20 1 annotation hours!
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In summary...

1.1 have developed novel deep learning methods that have contributed to
the successful commercialisation of five selective harvesting robots for

broccoli

2. | have contributed to alleviating industry-wide machine vision challenges
that go beyond agriculture: variation, occlusion, selection and

annotation of images
3.1 have publicly released the dataset and source codes

4. The dataset and source codes have been successfully reused in research
and commercial applications
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Advanced Deep Learning
for Harvest Robotics

Contact: pieter.blok@wur.nl
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